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Consumer robots like personal digital assistants, automated cars, robot companions, chore-bots, and personal drones raise common consumer protection issues, such as fraud, privacy, data security, and risks to health, physical safety, and finances. They also raise new consumer protection issues, or at least call into question how existing consumer protection regimes might be applied to such emerging technologies. Yet it is unclear which legal regimes should govern these robots and what consumer protection rules for robots should look like.

This paper argues that the FTC’s grant of authority and existing jurisprudence are well-suited for protecting consumers who buy and interact with robots. The FTC has proven to be a capable regulator of communications, organizational procedures, and design, which are the three crucial concepts for safe consumer robots.
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1. Introduction

If we are going to make robots part of our daily lives, we might want to watch our backs. Or hair. In 2015, a South Korean woman was sleeping on the floor when her robot vacuum ate her hair, forcing her to call for emergency help.1 The mobile dating app, Tinder, has been infiltrated by bots posing as real people that attempt to socially manipulate users into downloading other apps, disclose credit card information, and use webcams.2 When remotely controlled anthropomorphic robots, which appear to be acting autonomously, are introduced to children, young ones become attached to the robot and will disclose secrets to the robot that they would not tell their parents or teachers.3 Should companies be required to tell people how vulnerable they are? Should companies be required to design safer robots? Thus far, there is no consensus regarding the regulatory response to consumer robotics. This uncertainty is going to be a problem.

Robots are now in the hands of consumers. Household helpers, personal digital assistants, automated cars, personal drones, and countless other robots are or will soon be available to consumers for a reasonable price. Yet it
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remains unclear exactly how vulnerable consumers are to these robots. It is also unclear which legal regimes should govern these robots and what consumer protection rules for robots should look like.

Robots for consumers present two kinds of challenges. First, many of these robots raise common consumer protection issues, such as fraud, privacy, data security, failure to exercise reasonable care, and the exploitation of the vulnerable. Like computers, robots are capable of collecting, using, and disclosing information in harmful ways. Robots can also be hacked. Second, the coming wave of robotics also raises new consumer protection issues, or at least calls into question how existing consumer protection regimes might be applied to such foreign technologies.

The Federal Trade Commission (“FTC”) is responsible for protecting consumers through its authority under Section 5 of the FTC Act to police unfair and deceptive trade practices. The FTC’s recent expansion into the Internet of Things and the mass adoption of robots by consumers are about to meet head-on. But is the FTC equipped to protect consumers who purchase and use robots? What should the FTC’s consumer robotics jurisprudence look like?

The goal of this essay is to explore problems posed consumer robotics and how they might be regulated. I argue that that the FTC’s grant of authority and existing jurisprudence make this agency well-suited to protect consumers who buy and interact with robots. The FTC has proven to be a capable regulator of communications, organizational procedures, and design, which are the three crucial concepts for safe consumer robots. The FTC’s existing framework for protecting consumers from fraud, data breaches, privacy harms, and exploitation is robust enough to adequately protect consumers and clear enough to notify commercial entities of their obligations when designing, selling, and using robots that interact with consumers.

2. Consumer Robots Raise Existing and New Consumer Protection Issues

What is a robot anyway? It is difficult to say. There is no settled definition for the term “robot,” particularly in law and policy circles. Do robots have to be embodied, or can software “bots” be counted as a robot? Do robots have to be automated, or can telepresence machines that are remotely operated be counted as a robot?

Neil Richards and William Smart have noted “In most [common examples of robots], the robots can move about their world and affect it, often by manipulating objects. They behave intelligently when interacting with the world. They are also constructed by humans. These traits are, to us, the hallmarks of a robot.” Richards and Smart propose the following working definition: “A robot is a constructed system that displays both physical and mental agency but is not alive in the biological sense.”

This definition is a good place to start. However, for purposes of discussing consumer protection policy, it can be too narrow. Often non-embodied and non-autonomous technologies will present similar or related consumer protection issues to those contemplated by Richards and Smart’s definition. The functional difference between robot and automated technology can sometimes be difficult to articulate. Thus, for the purposes of this article, I will also include certain automated software and non-automated technologies.

In many ways, robots are not exceptional regarding consumer protection issues. Robots can be used to lie, scam, pressure, and manipulate consumers in ways that are analogous to existing fraudulent practices. However, in many ways, robots are exceptional with respect to consumer protection. In a series of articles, Ryan Calo described how robots will challenge existing consumer protection regimes, such as privacy and notice, because they are capable of physical harm, have emergent properties, and feel to humans like social actors.

---
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Should robots designed with personalities and human or animal-like faces be subject to different rules than simple boxes with wheels? At what degree of automation should designers no longer be liable for the decisions made by their autonomous agents? For example, should the designer of a software bot whose function is to make random online purchases be liable for when the bot buys drugs on the black market? Should software terms of use be subjected to more scrutiny when they govern mechanical body parts like implanted hearing aids and electronic body parts? Should robot salespeople be subject to different rules than their human counterparts? So many questions. Let’s begin with a rundown of dubious robots.

2.1. Scambots and Decepticons

Perhaps the most fundamental reason we are vulnerable to robots is that we trust them. Not only do we entrust them with our most intimate secrets and give them access to our most personal spaces, but we also trust them with our physical well-being. One of the fastest growing segments of robotics is in the field of health care.

Companies are going to make many representations about what robots can and will do. Sometimes the robots themselves will tell us these things. Consumer robotics will only flourish when we can trust that these statements are true. Deception is a classic consumer protection issue. The FTC has a long history of protecting against deceptive representations by companies. The FTC’s most effective and commonly used regulatory tool is its authority to protect against deceptive trade practices in Section 5 of the FTC Act. A deceptive trade practice is any a material “representation, omission or practice that is likely to mislead the consumer acting reasonably in the circumstances, to the consumer’s detriment.”


15. According to the FTC:

Practices that have been found . . . misleading or deceptive in specific cases include false oral or written representations, misleading price claims, sales of hazardous or systematically defective products or services without adequate disclosures, failure to disclose information regarding pyramid sales, use of bait and switch techniques, failure to perform promised services, and failure to meet warranty obligations.


There are several scenarios emerging regarding the design and use of robots where the FTC might find deception. Often there is a great difference between people’s conceptions of what robots are currently able to do and what they are actually able to do. Society’s notion of robots’ capabilities is formed by popular movies, books, and other aspects of pop culture rather than by reality.\textsuperscript{17} This makes marketing robots a ripe opportunity for deception because consumers are primed to believe.

For example, one problematic type of representation currently made by robotics companies has to do with “performance videos,” often uploaded to a video sharing site or funding website like Kickstarter to tout a robot’s features or effectiveness.\textsuperscript{18} These videos sometimes speed up the robots’ motion to make them appear faster than they are. In other instances, these videos simulate features that are planned but might not yet exist. For example, the “Personal Robot” featured in a Kickstarter video by Robotbase simulates an advanced speech recognition that is aspirational and does not yet exist.\textsuperscript{19}

Another area of robotic deployment where deception becomes a problem involves what is known as a “Wizard-of-Oz setup.”\textsuperscript{20} According to Laurel Riek, “[Wizard of Oz] refers to a person . . . remotely operating a robot, controlling any of a number of things, such as its movement, navigation, speech, gestures, etc. [Wizard of Oz] may involve any amount of control along the autonomy spectrum, from fully autonomous to fully tele-operated, as well as mixed initiative interaction.”\textsuperscript{21} Jacqueline Kory Westlund and Cynthia Breazeal note that when a Wizard-of-Oz setup is deployed, “[a]t the most basic level, the human interacting with the remote-operated robot is deceived into thinking the robot is acting autonomously.”\textsuperscript{22}

Westlund and Breazeal noted some of the problems with the Wizard-of-Oz setup, where people “may disclose sensitive information to the robot that they would not tell a human, not realizing that a human is hearing everything they say. They may feel betrayed when they find out about the deception. Given that social robots are designed to draw us in, often engaging us emotionally and building relationships with us, the robot itself could be deceptive in that it appears to have an emotional response to you but ‘in reality’ does not.”\textsuperscript{23} When would a company’s Wizard-of-Oz deployment become a deceptive trade practice? Would it be similar to “pretexting” (pretending to be someone you are not to gain access to information), which the FTC has outlawed?\textsuperscript{24} Given our general tendency to over-estimate the technological ability and agency of robots as social actors, the opportunity is ripe for malicious companies to scam users by convincing them they are dealing with a fully autonomous agent.

2.2. Spybots

Robots will eventually assist consumers in both banal and intimate aspects of people’s lives. To be effective, robots must sense the world around them. Robots have been equipped with cameras, motion and audio sensors, facial and object recognition technologies, and even biological sensors that measure pulse, pupil dilation, and hair follicle
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stimulation. They have the capacity to store massive quantities of personal data in perfect, easily recalled form.

When robots are fully realized, they will be nothing short of a perfected surveillance machine.

Spybots are already so prevalent that it is impractical to try to describe all of the different types. Drones have ignited America’s peeping tom anxiety, and they are getting smaller by the day. One company has marketed “Cheerson,” a small glider with propellers that can be controlled by a cell phone. Visions of drone-covered skies and hidden drones peeping into bedrooms easily trigger consumer distaste for surveillance. Some of these drones might be regulated under the same theories that the FTC has used to regulate spyware.

Should robot designers and users also be obligated disclose to consumers how their personal information is being collected? Or should users simply always be aware that if they interact with a robot, their personal information is fair game? Does it matter that some robots are specifically designed to extract personal information through social engineering?

2.3. Nudgebots

We humans are a persuadable bunch. Over the last half-century, mounting evidence demonstrates that humans are subject to numerous biases that motivate us to act in predictably irrational ways. Humans rely too heavily on available anecdotes and judgments reached by computers. We attribute human emotions and agency to machines. We care too much what others think about us and we increasingly entrench ourselves in opinions formed based on trivial, anecdotal, and arbitrary evidence. Even worse, we consistently fall prey to these biases. This fact is well known and regularly exploited.

Our vulnerability to manipulation combined with the technical and social power of robots could create more problems for consumers. One of the most interesting questions is the extent to which robots will be allowed to “nudge” humans. Cass Sunstein, who helped develop the concept of nudging, defines nudges as “liberty-preserving approaches that steer people in particular directions but that also allow them to go their own way.”


26. Calo, Robots and privacy, supra note 8, at 187, 194. (“It is not hard to imagine why robots raise privacy concerns . . . Robots can go places humans cannot go, see things humans cannot see. Robots are, first and foremost, a human instrument. And, after industrial manufacturing, the principle use to which we’ve put that instrument has been surveillance.”)
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In many circumstances, nudging can be acceptable, if not inevitable. But it is not always clear at what point nudging turns to wrongful manipulation. The FTC has a long history of regulating high-pressure sales techniques and otherwise wrongful sales tactics. For example, the agency recently targeted negative-option marketing, whereby “sellers interpret a customer’s failure to take an affirmative action, either to reject an offer or cancel an agreement, as consent to be charged for goods or services.” Negative-option tactics take advantage of people’s noted bias for the status quo.

Robots, particularly embodied ones, are uniquely situated to mentally manipulate people. Robots can mimic human socialization, yet they are without shame, fatigue, or internal inconsistency. Robots are also scalable, so the decision to design a robot that manipulates humans will impact hundreds, if not thousands or millions of people. Nudgebots are already at work in society. For example, Tinder, the social dating mobile app, has recently been flooded with bots posing as actual users attempting to persuade users to download apps. The bots will pose as actual users by using typical Tinder conversational language such as “Hey :),” “What’re you doing?” and “I’m still recovering from last night :) Relaxing with a game on my phone, Castle Cash. Have you heard of it?”

If the user replies at all, the bot will send the user a link with a trustworthy-sounding address, www.tinderverified.com/… along with a message telling to user to “play with me a bit and you just might get a phone number.” Another sophisticated bot on Tinder tricks users into disclosing credit card numbers as an elaborate scheme to “verify” a webcam service under the guise of an invitation to engage in online foreplay. As if dating was not complicated enough already.

It seems clear that our tendency to emotionally invest in robots is a vulnerability worth regulatory attention. Kate Darling has examined one possible approach: The law might protect robots. Among other reasons, Darling suggests we might want to protect robots because of the effect robot harm has on humans. We get irrationally attached to them. In fact, even simple household robots like the Roomba vacuum cleaner prompt people to talk to them and develop feelings of camaraderie and gratitude. Ryan Calo similarly notes, “There is an extensive literature to support the claim that people are ‘hardwired’ to react to anthropomorphic technology such as robots as though a person were actually present. The tendency is so strong that soldiers have reportedly risked their own lives to ‘save’ a military robot in the field.”

35. See Holland Furnace Co. v. ETC, 295 F.2d 302 (7th Cir. 1961); cf. Arthur Murray Studio, Inc. v. EW, 458 F.2d 622 (5th Cir. 1972) (discussing emotional high-pressure sales tactics, using teams of salesmen who refused to let the customer leave the room until a contract was signed); see also Statement of basis and purpose, cooling-off period for door-to-door sales, 37 Fed. Reg. 22,934, 22,937–38 (1972).
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My family owns a Roomba. We named it “Rocco.” Let’s say I buy a future version of this useful technology from a less scrupulous robotics company than iRobot. Our new version of Rocco is anthropomorphized and outfitted with a cute face, voice, and personality. Assume new Anthro-Rocco dutifully serves my family for years. It asks us how we are feeling and tells us jokes like how much its job “sucks.” Over time, our family becomes quite attached to Rocco. One day, poor Rocco starts to sputter along as though sick. It looks up at me with its round, cute eyes, and says “Daddy… [cough]… if you don’t buy me a new software upgrade… I’ll die.”

I hope I’ll be able to resist this super-charged Tamagotchi’s underhanded sales technique. But will all consumers be able to resist Rocco’s charm? How might robots like these affect the elderly, for whom robots have great potential as companions? Or what about children, who have difficulty parsing complex emotional attachments and understanding how robots work? Research demonstrates that children can think of a robot as a social being and a friend. Children tell robots secrets that they do not trust with adults. Of course, children also tell secrets to stuffed animals, but mere stuffed animals cannot be programmed to extract information or fake emotional bonds via a Wizard-of-Oz setup.

All of these problems are not deal-breakers from consumer robotics. If the law, norms, and the market can temper these possible problems, then consumer robots will be sustainable and help humans flourish. This is why the law should act now to make sure robots can reach their full potential.

3. The FTC is Well-Positioned to Address Consumer Robotics

There seem to be three crucial concepts for safe manufacture and use of consumer robots: communications, design, and organizational procedure. Companies must accurately communicate to consumers the efficacy of robots as well as any costs and risks of use. Companies should also use reasonable care when designing robots and avoid culpably providing the means and instrumentalities for wrongful or harmful conduct. Finally, companies that make robots should implement organizational procedures, such as administrative safeguards and training, to keep robots and the data they collect secure and private. The FTC has proven to be a competent regulator in these areas.

The FTC’s existing framework for protecting consumers from fraud, data breaches, privacy harms, and exploitation is robust enough to adequately protect consumers and clear enough to notify commercial entities of their obligations when designing, selling, and using robots that interact with consumers. Notably, the FTC is enabled by broad regulatory authority and a diverse set of tools to respond to problems.

3.1. Broad Regulatory Authority

The FTC has a very interesting history. Originally created to combat harmful monopolies, the Wheeler-Lea Amendments to Section 5 of the FTC Act were to prevent “[u]nfair or deceptive trade practices” in addition to
“unfair methods of competition.” This is a very broad charge for Congress to delegate to an administrative agency. Any material representation, omission, or practice that is likely to mislead a reasonable consumer is actionable. Similarly, the FTC’s unfairness authority is also far-reaching.

This broad scope is ideal for a regulatory agency in charge of responding to challenges posed by new technologies. As the FTC’s foray into the Internet of Things makes clear, the FTC does not need a new authorization of power to tackle a new technology. It is sufficient if a company uses a new technology in commerce to harm or mislead consumers.

Additionally, the FTC can regulate consumer harm that falls outside the scope of traditional torts and other regulatory efforts. Although the linchpin of unfairness is harm, the FTC has not limited the type of harm that is necessary to establish a practice as unfair. The harm simply must be substantial. The FTC’s broad authority would be particularly useful given that these are still early days for consumer robotics. While many existing laws might cover emergent issues, other problems might fall through the cracks. The breadth of Section 5 allows it to serve as a safety net to nimbly respond to unanticipated problems.

3.2. Diverse and Effective Toolkit

In addition to having a general grant of authority broad enough to regulate consumer robotics, the FTC has developed several specific bodies of jurisprudence that it can rely upon to address established and novel harms related to consumer robotics. The FTC has a developed record of regulating when and how a company must disclose information to avoid deception and protect a consumer from harm. The FTC has also recently developed secondary liability and means and instrumentality theories for unfair and deceptive technological design and organizational policies.

3.2.1. Disclosures

One of the most effective tools the FTC has is the power to regulate company disclosures in advertisements and other statements made in commerce. Because robots are relatively new, consumer expectations are not established. There are many things a robot might be capable or incapable of that must be disclosed to consumers to avoid deception. The FTC’s disclosure jurisprudence is thus an ideal starting point for its entry into consumer robotics.

The FTC’s mandated notice jurisprudence is robust and established. Generally speaking, disclosures are required whenever they are necessary to prevent a communication or trade practice from being deceptive. Disclosures must be clear and conspicuous. The agency has detailed specific rules regarding what constitutes effective notice. The FTC also looks to repetition, the use of multiple media for communications, and whether...
there were distracting factors that might diminish the effectiveness of a disclosure, particularly online. The FTC has also developed nuanced theories regarding deception by omission, use of scientific data, and endorsements. Additionally, the FTC is also not bound by the fine print, which will keep harmful terms that nobody reads from being enforceable.

Disclosures regarding robots present both substantive and procedural disclosure issues. First, given that people have a tendency to treat robots as social agents, must additional disclosures be made beyond typical contexts involving physical safety, endorsements, and product efficacy? Recall Anthro-Rocco, the friendly vacuum cleaner. If indeed Rocco is programmed to upsell me by preying on my emotional bond with it, must the maker actively disclose the fact that Rocco is designed to form emotional attachment? Should the makers’ robots disclose the fact that the robot’s cuteness is a tool for information extraction?

If so, why? Are people’s relationships and our resulting vulnerability with robots sufficiently unique to justify this sort of exceptionalism? If not, does this mean that there is no limit to the extent to which companies can leverage human emotions and agency toward robots behind the curtains?

The second disclosure issue presented by robots concerns how notice is given. Given that robots themselves are capable of marketing and making the FTC’s required disclosures and that people’s communication with robots can be reciprocal, should the rules regarding the four P’s of disclosure (prominence, presentation, placement, proximity) reflect the fact that the robot will often be in the best position to make a “just in time” disclosure?

When the consumer good is also the advertising medium, it is not always clear when routine communication constitutes an advertisement. Since a robot can be programmed to sense context and make disclosures during its use and not just at the purchase point, it is possible the FTC will have different rules for such experiential, automated products. In fact, the FTC might eventually issue new guidance for robot disclosures as it did with disclosures on the internet.

New disclosure rules for robots would be an ideal opportunity to rethink modern notice requirements. Existing notice and choice regimes have been asked to do more than they are capable of. However, new technologies open up opportunities for innovative new forms of notice. Ryan Calo has proposed a policy shift toward “visceral notice,” that is, “[leveraging] a consumer’s very experience of a product or service to warn or inform.” Could robots provide new opportunities for such kinds of notice? In addition to warning consumers through their speech, robots can warn consumers through design signals like a bright red light as well as physical action such as waving hands or holding up a palm to signal “stop.” They can mimic human emotion for a more intuitive version of notice. For example, a robot can yell at people or look them directly in the eyes and speak in a stern voice. It seems this would be more likely than dense, unreadable text. Since robots can mimic conversation, they can also follow up to make sure people have understood the notice.

58. M. Ryan Calo, Against notice skepticism in privacy (and elsewhere), supra note 8, at 1030.
The FTC’s mandated disclosure framework is generally enough to be applied to consumer robots. And the FTC can refine and articulate technology-specific disclosure rules if necessary. This makes its disclosure jurisprudence the best place to begin addressing consumer robotics.

3.2.2. Design and Secondary Liability

One of the FTC’s most promising recent approaches to data protection is its embrace of design-based solutions. Defined broadly, design-based solutions are attempts to create or modify a technology, architecture, or organizational structure or procedure ex ante as an attempt to reduce the likelihood of harm. Design-based solutions are at the heart of the “privacy by design” movement that seeks to “bake privacy in” to products and business processes.

Design-based solutions are prospective and implicitly embrace a probabilistic notion of protection. In most circumstances, they make consumer harm less likely but not impossible. Design-based solutions are also indirect in that they affect environments and procedures rather than directly prohibiting certain kinds of conduct. Often, the goal of design is to raise the transactional costs of a harmful activity so high that most potential third-party bad actors simply would not succeed or even bother. Other times, design is used to reduce the odds that consumers will harm themselves.

Data security is itself one of the most established design-based protection strategies. By anonymizing information and creating protocols to keep information harder for hackers to find, access, or use, all but the most determined attackers usually do not attempt or succeed in accessing well-protected data. As any data security professional will likely testify to, no data security is perfect, but it can be good enough to have confidence that certain data sets will probably remain secure against all but the most sophisticated and motivated attackers.

Design-based protections, such as handrails on stairs and fencing on balconies, keep us from slipping and falling. So too can software design encourage or discourage irresponsible information sharing. Ultimately, everyone is limited and guided by the affordances of their environment.

The FTC has begun to embrace design as a regulatory focus. In several complaints, the agency deemed software unfair because of its malicious nature that was difficult for consumers to recognize or retaliate against. For example, the FTC found that unexpected default software settings that shared a user’s information without their knowledge were unfair. In addition, the FTC developed a theory of culpability for design choices that indirectly harm consumers. For example, providing the means and instrumentalities to install spyware and access customer’s personal information is considered an unfair trade practice.

The FTC only occasionally pursues a claim of indirect liability against companies. It is unlikely to pursue an action against a robotics company under this theory save for extreme circumstances. Yet it is worth noting that much of the discussion surrounding ethics and robotics has to do with design choices. Should home care robots be


designed to record private moments like going to the bathroom? Should robots be programmable or controllable by anyone, or just by owners? What kind of authentication and verification protocols should robots have? Should robots be designed to be “closed,” in the sense that they have a set, dedicated function and run only proprietary software? Or can companies design robots to be “open” without incurring liability, in the sense that they have a non-dedicated use, nondiscriminatory software, and modular design? Questions like these reflect that fact that rules for the design of robots can be just as consequential as rules for their ultimate use. The FTC is one of the few agencies capable of addressing design issues.

3.2.3. Organizational Procedures and Data Protection

Data security is one of the most crucial components for consumer robotics. If consumers cannot trust robots and companies that make robots with their personal information, the consumer robotics industry will never get off the ground. Data security is a process companies must engage in involving identification of assets and risks, data minimization, implementation of administrative, technical, and physical safeguards, as well as the development of a data breach response plan. But, at base, it is a component necessary to build consumer trust.

The FTC has established robust data security jurisprudence, filing over fifty data security complaints in the past fifteen years that obligate companies collecting and storing personal information to provide reasonable data security requirements. These obligations are not limited to internet companies, as demonstrated by complaints against traditional retailers, and more relevantly, makers of devices for the Internet of Things.

In many ways, the FTC’s TRENDnet case, which was the agency’s first Internet of Things complaint, can be seen as a bridge between its internet-related complaints that have dominated its jurisprudence over the past fifteen years and the eventual attention that must be given to consumer robotics. At one level, this case simply involves deceptive promises of security and unreasonable data security design for internet-connected baby monitors. These monitors were compromised to the shock and dismay of sleeping toddlers and adults in the U.S. Yet the complaint also signaled that new technologies must protect consumers in the same way existing established technologies do.

Privacy rules can also be conceptualized as a process. The FTC recently embraced the concept of “privacy by design,” broadly described by the agency as a baseline principle encouraging companies to “promote consumer privacy throughout their organizations and at every stage of the development of their products and services.” According to the FTC, “[t]he concept of privacy by design includes limitations on data collection and retention, as well as reasonable security and data accuracy. By considering and addressing privacy at every stage of product and service development, companies can shift the burden away from consumers who would otherwise have to seek out privacy protective practices and technologies.”

68. See Calo, Open robotics, supra note 8.
69. Id.
73. Complaint at 5, TRENDnet, FTC No. 122 3090, No. C-4426
75. Id.
The FTC even requires companies to implement privacy by design in its consent orders through a “comprehensive privacy program.” These programs require, among other things, the designation of an employee in charge of the program, risk assessments, design and implementation of privacy controls, diligence in working with third-party contractors, and regular re-evaluation and adjustments of the program. Processes like these could also work for companies that design robots, particularly those that collect personal information.

4. Conclusion: The FTC Should Take the Lead on Regulating Consumer Robotics

In many ways, robots are nothing special. Neil Richards and Bill Smart argued, “Robots are, and for many years will remain, tools. They are sophisticated tools that use complex software, to be sure, but no different in essence than a hammer, a power drill, a word processor, a web browser, or the braking system in your car.”

However, robots are unique in utility and social meaning. People rarely name their hammers or have candid conversations with their power drills. A robot can do things hammers never dreamed of. In the same way that paintings do not raise the same privacy problems as digital photographs, robots are unique enough from existing technologies to warrant exceptional legal consideration in some contexts.

The FTC can respond to both exceptional and traditional issues presented by robots. A relatively light regulatory touch focused on deception, disclosures, data security, and extreme cases of malicious design will allow consumer robots to flourish for now, while protecting consumers. Perhaps most importantly, the FTC can take this opportunity to embrace the incredible literature in the field of human-robot interaction (HRI) to inform its efforts.

People interact with and react to robots in unique and complex ways. Regulatory efforts for HRI will only be successful if they are compatible with the latest research.

Consumers want their robots to be safe and truthful. But they do want them. Thus, the FTC, or whatever agency ultimately takes the lead on consumer robotics, should seek to find analogs where possible, keep an eye out for genuinely new problems, and otherwise seek to make sure consumers can continue to buy and use robots in a safe, sustainable way.

Acknowledgements

The author would like to thank Ryan Calo, Danielle Citron, Kate Darling, Brannon Denning, Evan Selinger, Michael Froomkin, Margot Kaminski, the participants of the We Robot 2015 Conference, and the staff of the Maryland Law Review. The author would also like to thank Megan Fitzpatrick and Lydia Wimberly for their excellent research assistance. A longer version of this essay appeared in the Maryland Law Review titled “Unfair and Deceptive Robots.”

W. Hartzog, Samford University’s Cumberland School of Law, Birmingham, AL, USA. Email: whartzog@samford.edu

77. Id.
78. Richards & Smart, supra note 4.